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A Typical Embedded Signal Processing System
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Heterogeneity in System-Level Design
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Ptolemy Project
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Claudius Ptolemaeus
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esign Methodologies for Heterogeneous Sys

 Formal models of computation

 Hierarchical compositions of models
form complex systems

 Synthesis and partitioning algorithms

 Laboratory to test design methodology
is thePtolemy software environment

ersonnel

 Directors: Profs. Edward Lee and David Me

 Staff: 4 post-doctoral, 1 software manager, 

 Students: 12 graduate and 3 undergraduate



Hierarchical Graphs As Underlying Abstract Syntax
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Computational Models (Domains) in Ptolemy
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Impact on Industrial CAD Tools
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ynchronous Dataflow model
lus multirate schedulers

eterogeneous simulation
upport by Ptolemy kernel

ynchronous Dataflow and
iscrete-Event domains

tolemy kernel plus dataflow
omains
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Our Current Research in System-Level Design
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Synchronous/Reactive Model of Computation
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• Synchronous means that computations occur “instantan
clock ticks (Lustre, Signal)

• Reactive means that the model responds to the environm
the environment (Esterel, StateCharts)

•  Modules aremonotonic functions operating on complete

•  Execution proceeds by iterating towards the fixed-point
analysis finds an execution order guaranteed to produc

•  Schedules determined at compile-time inpolynomial time

Instantaneous, bidirectional
communicationZero-delay blocks

Heterogen
system



Mixing FSMs and Dataflow Models of Computation
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•  Each Finite State Machine (FSM) has asingle thread of c

•  Arranging FSMs in a nested tree specifieshierarchical FS

•  Arbitrary mixing of FSMs and dataflow models of comp
captures the 21 variants ofStatecharts

•  Formal analysis (verification) possible due to finite state



Vision for Common Operating Environments
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equirements to avoid

 Avoid one monolithic standard

 Avoid standardizing on one general purpose

 Avoid one specification format

equirements to include

 Support of domain-specific models of comp

 Support imperative and declarative styles o

 Support multiple specification formats, such
acyclic graphs, textual languages, algebraic

 Support back annotation

 Support general frameworks for tools to inte

 Support cosimulation of arbitrary levels of a
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